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TL;DR

We introduce a neighbor embedding framework for manifold alignment.

We demonstrate the efficacy of the framework using a manifold-aligned version of the

uniform manifold approximaধon and projecধon algorithm.

We show that our algorithm can learn an aligned manifold that is visually compeধধve to

embedding of the whole dataset.

Motivation

Neighbor embedding methods, such as t-SNE and UMAP, break down when points are taken

from disparate datasets, as there is no link for pairwise comparison.

With increasing privacy and proprietary concerns, source data cannot be transferred off-site;

the issue of disparate datasets is becoming more and more significant.

Commmon techniques like Procrustes analysis cannot align point-by-point.

We overcome these issues by iteraধvely opধmizing the neighbor analysis for each dataset and

jointly embedding the shared points.

Manifold-aligned Neighbor Embedding (MANE)

Assume the individual n-dimensional local datasets D(m) = {z(m)
i }, where zi ∈ Rn and m =

1, 2, 3, . . . , M , cannot interact with each other. The index i = 1, 2, 3, . . . , Nm indexes each data

point in the dataset. We construct a seeding dataset D(0) = {zi} in order to create extended

datasets D(m) = D(0) ∪ D(m) = {x(m)
i }. Without loss of generality, we assume that x(m)

0 =
z0, x(m)

1 = z1, . . . , x(m)
N0

= zN ∈ D(0) and x(m)
N0+1, x(m)

N0+2, . . . , x(m)
N0+Nm

∈ D(m). This lets us define
the MANE framework.

The high-dimensional pairwise relaধon is given by

p
(m)
i,j = fH(dH(x(m)

i , x(m)
j ), D(m)) (1)

and the low-dimensional pairwise relaধon is given by

q
(m)
i,j = fL(dL(y(m)

i , y(m)
j ), |D(m)|) (2)

Finally the relaধon between the high-dimensional graphs and their joint low-dimensional embed-

ding is established by opধmizing the following problem

min
|D(1)|,...,|D(m)|

∑
m

∑
i,j

l(p(m)
i,j , q

(m)
i,j )

s.t.

y(0)
i = y(1)

i = · · · = y(M)
i , ∀i = 1, 2, . . . N0, (3)

where, l(·, ·) is the loss funcধon.

We devised a UMAP implementaion of MANE. The high-dimensional and the low-dimensional

realধons were adapted from the UMAP principles for each of the datasets. Then we define the

loss funধon

l(p(m)
i,j , q

(m)
i,j ) = p

(m)
ij log

p
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ij

q
(m)
ij

 +
(
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(m)
ij

)
log

1 − p
(m)
ij

1 − q
(m)
ij

 . (4)

This loss funcnধon is opধmized using negaধve sampling approach. In each step, we sample one

posiধve edge from one of the graphs and apply the aħracধve force to it. Then we sample negaধve

edges and apply the repulsive forces to these edges. In both cases, we enforce the constraint in

Eq. 3.
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Figure 1. Two-dimensional embeddings of example datasets. For each dataset: (Leđ) UMAP embeddings. (Right)

Top row: embedding of D(1) and boħom row: embedding of D(2) for the individual UMAP, aligned UMAP, and

MANE.
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Figure 2. Shared data points from the two-dimensional embeddings of Figure 1. (From leđ to right) Individual

UMAP, aligned UMAP and MANE. MANE shows perfect alignment of shared data.
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Figure 3. MANE output of Fashion-MNIST data by seষng the number of shared points, N0, to (from leđ to right)

100, 1000, 5000, 10000, and 20000 respecধvely. Top row: |D(1)| and boħom row: |D(2)|. The fine details are

different betwenn |D(1)| and |D(2)| for lower value of N0.

Figure 4. MANE output of Fashion-MNIST data, split into 5 datasets of 14400 data points and 3000 shared points.
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